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ABSTRACT

BP neural network is widely used in nonlinear modeling, pattern
recognition and forecasting etc. Based on principles of BP neural network
to digit recognition, using several training functions prepared by the
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MATLAB neural network toolbox, the paper focus on training of the BP
neural network, and usesthe Smolensk neural network modeling to smulate
it. The result shows that the BP neural network used for the digit
recognition iscapablefor recognition to some extent, itsalgorithm operated
easily, and properly choosing relative variables can achieve better
recognition effect of the system.  © 2013 Trade Sciencelnc. - INDIA

INTRODUCTION

Asabranch of Character Recognition, Digit Rec-
ognitionishighly functioned in managementsof po<,
transportation and business tickets, such asthe post
codes, the statistic forms, the bank notesand soon. In
China, the“Three Golden” Projects (Golden Bridge for
satdllite-monitored internet, Gol den Custom for man-
agement of nationd taxes, Golden Cardfor credit card
inexchangemarket ) now largely rely oninformation
technology, thus, the construction of information auto-
matic register through digital technology will improve
the development of these proj ects.

Neura Network is modeled with basing on the
knowledge on natural neura system, generally speak-
ing, itisabroad connected structure through aseries of
nodesthat wassmply functiona to caculation and was
caled “neurons”. The weight values of net-connection
continuously adjusted the outsidein-put study regula-
tionsand finally acquired the network with some ex-
pecting out-put features. That is, with thefunction of

learning following thein-put samples, Neural Network
isquitefit for solution of model recognitionwhichin-
cludesdigit recognitionitsef.

In the paper, the basic theory of BP Neural Net-
work and the application of it areillustrated, and the
smulating experiment isoperated on digit recognition.

BPNEURAL NETWORK

BP (Back Propagation) Neural Network isatype
of one-way directed multilayer forward network, it can
beregarded asanonlinear reflection frominput to out-
put, and that is, through the collection of sampleswith
BP Neura Network, complex nonlinear functionswill
beachieved smilarly. Manud neurd network issmilar
to complex functions, with which the capability of in-
formation dedling sysemiscompletely determined with
theweght vaues of various neuronsin networks. Since
network islarge-scaled, variousweight values can not
be conformed oneby one, consequently, network itself
required somelearning ability which meansit can gradu-



BTAIJ, 8(2) 2013

Xiaofeng Wang

181

————, FyurL PAPER

aly adjust weight valuesfrom the study of samplemod-
ds

Back Propagation dgorithmisoneof themost usud
study methodsin neura networks, thealgorithm andy-
sestheerror with the sampleva ues ca culated through
the natural networks. With continuous correction of
weight valuesin neurd networks, theoutput of networks
will be near with the expecting values, thefinal error
will beconfinedintheacceptable areaand thelearning
processis completed and the weight values have be
acquired. Sincetheerror cadculationisfromthe output
back to theinput side, the algorithmis calling Back
Propagation.

Asthediagram 1 showed that amodel of neuron
withitstransfer function f may usually bedifferential
monotoneincreasing function, such aslogarithm Sig-
moid, functionlog Sid tangent Sigmoidfunctiontansig
anlinear function purling etc.

Thefeaturesof |ast layer neuronrestricted thefea
turesof output, when thelast layer neuron be chosenas
the Sigmoid function, the output of thewhole network
will beconfinedintoare ativey smdl areg, if theit would
have be chosen as purling function, the entire network
output can bean arbitrary value.
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Figurel: BP neuron model

Asillugtratedin Figure 2, typica BP network struc-
ture applied the structure of BP neuron-based multi-
layer forward networksasthe common ones.

TheBP network usually hasoneor moreinvisible
layers, andtheinvisible neuronwill apply thesigmoid
transfer function. It has been proved that the BP net-
work can be near with any arbitrary linear functions

whentheinvisbleneuronsareefficient.
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a=f(Wp+b)
Figure2: BP neural network structure

REALIZATION OFDIGITAL REORGANIZA-
TION BASED ON BPNEURAL NETWORKS

In computer, both character and image can de-
scribewith bitmaps. Given aBP neura network design
withtheability of 10 number recognizing, onceatraned
network asaninput of numbers, the network can rec-
ognizetheright number. Whenwedigitalizeevery num-
ber for thestructure of input sample, we usethe matrix
of 5x7 for construction of input samples.

Ontheother Sde, for thetarget vector expecting the
position of 1 among the 10 inputting numbersfor the
right order, thusthe other position will be occupied by
thenumber 0. So, thetarget matrix will beaunit matrix
within10x10 through the diagonal line. At same time, the
disturb-proof ability of network should be concerned,
thatis, thedes gned network can recognizetheright num-
ber even under somesgituation of irregular input.

0 0 & 00
0 0 & 00
00 @ 0 0
0 0 & 00
00 @ 0 0
0 0 & 0 0
00 @ 0 0

Figare3: M atrix of thenumber 1

Exchange the above matrix into alinear one; we
can get thenumber 1 withtheform of column vector as
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following,
1=[00100001000010000100001000
0100]

It can bethe characteristic vector for recognizing the
number 1, using the same method; we can definedl the
numberswith the characteristic vectors asthe recog-
nizing measurefor theneura networks.

Theresult of reorganization through the neura network
for the output with 10 numbers vectors can beillus-
trated with a10 dimens on columnvector, suchasnum-
ber 1 and 7, themode vectorsrespectively asfollow-
Ing,

Target- 1=[010000000 0]

Target 7=[0000000100Q]

Andwe canfind an analog for any other numbers.

All number hastheided characteristicvectorsand modd
vectorswhich cons s thecollection of training samples,
asfollowing,

Number =

[0010000100
11111 00001
11111 00001
10100 10100
1111110000
1111110000
11111 00001
1111110001
1111110001 10001
1111110001 10001

Number=numberl’
Targets=eye (10);

Among these, number for the collection of ided |et-
ter characteristic vectors, targetsfor the counterpart of
collection of modd vectors.

Asaresult, recognition through neura network isa
way of training neura network which can be accompa-
nied with the character of statisticsand getting the ex-
pecting mode vectorsin the process. However, inthe
process of real reorganization, the numerical charac-
teristic vectorsmight beinterfered with noises; for ex-
ample, theFigure4 illustrated anumber 1 with inter-
fered by noises.

Consequently, during the process of training and
designing the neura network, noise-controlling capa-
bility must be concerned.

Theaboveneura network can beillustrated asthe
following sentence:

S1=10;
[R, Q] = sze(number);
[S2, Q] =size(targets);

00100
00001
00001
10100
10000
10000
00001
10001

00100 00100 00100 00100;
1111110000 10000 111117,
11111 00001 00001 11111,
1111100100 00100 00100
11111 00001 00001 11111,
1111110001 10001 111117,
00001 00001 00001 00001;
1111110001 10001 111117,
11111 00001 00001 00001,
10001 10001 10001 11111];

P=number;
Net = Neff (minmax(P),[S1 S2],{‘logsig’
‘logsig’}, traingdx’);
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Figure4: Bitmap of number 1 with noises

For thepurpose of improving the ability of control-
ling noise, we usually use theideal sample compared
with the noise-including samples, and by the end to
anaysesthetraining of networks, the processcan bein
thefollowingthreesteps:

(1) Theideal sampletrained neural network,

P=number;

T=targets,
net.performFcn="sse’;
net.trainParam.goa=0.1,
net.trainParam.show=20;
net.trainParam.epochs=5000;
net.trainParam.mc=0.95;
[net.tr]=train (net,PT);

(2) Thenoise-includingsampletrained neural net-
work:

Netn=net;

net.trainParam.goal =0.006;
net.trainParam.epochs=6000;
T=[targetstargetstargetstargets|;

For pass=1:10

P=[number,number,...
(number+Handn(RQ)*0.1),...(number+randn(RQ)*0.2)];
[netn,tr]=train (netn,BT);

End
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(3) Thetwicetrained networ k withtheideal sample:

netn.trainParam.goal=0.1,

netn.trainParam.epochs=500;

netn.trainParam.show=5;

P=number;

T=targets,

[Needn’t]=train (net,P,T);

Asareault, thefollowing Figure5 showed thecurve
of themovement of error changing, aswe can seethat
when thetrain processin the 133 steps, the network
achieveitsgod.

Performance is 0.0898613, Goal is 0.1

10

Training-Blue Goal-Black
=)
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0 20 40 60 80 100 120
Step Training l 133 Epachs

Figure5: Error changingcurve

After thetraining of network, the output number of
network may not besimply O or 1 asthemodel vectors
required the el ements, because of the effect of noise,
so we cal cul ate the net output with the function com-
pete, thusthe standard model vector can be achieved
and near to the network out put.

Using theinput modewith mean square deviation
whitenoise, theinput mode can be simulated the man-
constructed neura networks, according to therate of
recognizing error, the system can confirmthefunction
of network.

We simulated the systern model with the setting of
noiseas0 and the mean square deviation successively
as0:0.05:0.5M, For every white noise with different
sguare deviation, based ontheoriginal ideal sample,
they dl produce 100 groupsof samplewiththeorigina

noise, then we usethese sampl esto recognizethe model
of network, and got theerror rate of 100 groupsthrough
theresult of smulating. Consequently, wefinaly get the
rel ativechanging curves asthe Figure 7 showed bel ow:
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Figure6: Reation of recognizing error rateand noisesquare
deviation change

In Figure 6, the curveisfor theerror rate of net-
work recognizing. Usingthenoise-includingsample, the
raining of network canimprovetherecognizing rate
largely. Withthediagrams, thesituation areillustrated,
astheenlarging of noisedeviations, thenet recognizing
error ascends, whilethe mean squaredeviationisun-
der 0.15, therecognizing error will bedim.

Inorder to improvethe recognizing ability of net-
work further and reducethe error rate, we achievethis
goal withthemethod of noise-including samplestrain-
ing mode, by increasing the noise samples, wefinally
enlargethecollection of noiseor enlargetherecogniz-
ing network.

Figure7 and 8illugtrated thefind recognizingmode
of number 1, asthediagrams showed that, the network
recognize thenumber 1 correctly.

Noise-included number 8andfinal recognitionare
showed inthebitmap 9 and 10 respectively, asaresult,
thenetwork recognize number 8 correctly.

Asdl of therecognizing system, thedigita recogni-
tion might be eval uated by certain seriesof statistics
and parameters.

We check the system through 2 types of index il -
lugtrating thefunctions,

(DRight recognizing rateA= (correct recognized samples/
totality)*100%
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(2)Error rate S= (missing recognized samples /total-
ity)* 100%
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Figure7: Number 1 with noises
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Figure8: Recognizing result of 1
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Figure9: number 8 with noises
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Figure10: Recognition result of number 8

Therelation showed: A+S=100%

Asaconsequence, anidea systemwill bewiththe
minimum of Sand maximof A, inapractical system,
therecognizing rate A will improved through the de-
scend of error rate.

b

CONCLUSION

BP networksacquired nonlinear ability, automatic
learning ability, automati c adapting ability, generdizing
ability, error containing ability and sparsdly information-
reserving ability etc. All of thesefeature made BPneu-
ral network abig successin the application of mode
recognition. Theprogram of study BPisdeve oping fast
and atractsthescholars’ interest in it.
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