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ABSTRACT

This paper takesthe Olympic men’s 100m sprint champion performancein

recent six sessions as the origina data, and uses GM (1,1) prediction

model in gray system theory to predict men’s 100m sprint champion
performance in the 31st Olympic Games. The results can be obtained by
using MATLAB curve fitting

$W(k +1) = —1622.73e*7 ¥ 1 1632.69; the predicted score is

9.59 seconds. The results show that: the score of men’s 100m sprint
championin 31 Olympic will break the Olympic record. Thefindingshave
some significance to explore the athletics development law of track and
field and to further promote the application of gray systemtheory in sports.
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INTRODUCTION

Men’s100m sprintismogtintenseintrack and field
competition, also is the most exciting project. The
achievementsof our athleteson thisproject haveabig
gap withthat of outstanding foreign players, especially
inthe past two Olympic Games athlete Usain Bolt of
Jamai cacontinuoudy refreshed the Olympic record and
let theworld remember hisname.

Sincedevel oped sprint countrieshas greater ad-
vantagein termsof training concepts, training methods,
training meansand sportstechnol ogy, theworld sprint
goesinto aperiod of rapid devel opment, mainly in: the
world recordisbroken again and again, the new record
cycleshortens, world sprint entersinto astage of rapid

development. How the competitivelevel of the 31th
Olympic Games men’s 100m project devel op, whether
therecord will be broken frequently in accordancewith
thelaw of athl etics devel opment should beamatter of
concernfor sprint. Therefore, it isnecessary to predict
the champion score of the 31th Olympic men’s 100m
project and provide reference for Chinato grasp the
developmental level of theworld men’s100m athletic
ability.

After the screening of asix-dimensional priority
mode GM (1,1) , the prediction accuracy of the six-di-

mensiona model GM (10) is higher, so it takes the
Olympic men’s 100m sprint champion performancein
recent SiX sessionsasthe datato establishtheGM (1,1)
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prediction model s of the 31th Olympic men’s 100m
sprint and predict, which hasimportant practica sig-
nificanceto grasp the development law of swimming
athletic ability and to further promotethe gpplication of

gray GM (1,1) modd in sports performance prediction.

ESTABLISHMENT AND TEST OF GRAY
MODEL FOR SPRINT PERFORMANCE
PREDICTION

Establishment of gray model GM (1,1)
Definition 1Supposethesequence
X ©) _ (X(O) (1),x9(2) ;- x(o)(n))
N (X(l) (1), x9(2) ;- x(l)(n))
70 _ (Z(l) (1),20(2) ;- 2V (n))
Equationx® (k) + az® (k) = b isgray differential
equation, aiscaledthedeve opment gray number, and

b istheendogenous control gray number.
Wheran:

©(k), k=12,---,n istheoriginal series
ZX )k=12.n y @ isthe 1-AGO
sequenceof x (©

z® (k) = 0.5x% (k) +0.5x" (k - 1)
raw sequenceof x ()
Theabovedifferential equations satisfy thethree

conditionsof gray differentia equations.
Definition 1 Suppose the se-

quence X @ = (x© (1), x9(2) ;--x?(n)) and x ©
the sequencenon-negative.

N (X(l) 1), x9(2) ;- x(l)(n))
70 _ (z(l)(l), z9(2) ,---z(l)(n))

Grey differentid equation: x© (k) + az® (k) = b
Whereinx®(k), k=12,--

k
ZX L k=12, N @
=1

sequenceof x (©

:zzmgecémfog

7@ is the near

,histheorigina series.

isthe 1-AGO

2% (k)= 05x"(k)+05xY (k1) z® is the near
raw sequenceof x @

If & =(a,b)" istheparameter column, order:

x%(2) -z9(2) 1
o[ oo 0
xX9@)]  [-2%(n) 1

Theleast-squares parameter estimation columns of
gray differential equationsx© (k) + az®¥ (k) = b sat-
isy:q = (B"B)'BTY

Definition2: X© = (x© (1), x9(2) ;--x(n))Is
non-negative sequence,
X @ :(x(l)(l), x¥(2) ;..x(l)(n))is the 1-AGO se-

quenceof x (0, 7@ isthenear raw sequenceof x @
dx®
m + ax?¥ = bisthewinterization equation of gray

differential equation x® (k )+ az” (k) = b, whichisalso
called shadow equation.
Definition 3: Therelationa expressionof B,Y,a

is¢ = (B"B)'BTY:
1) The solution of winterization equa-

®
tion X = b isdsocdledthetimeresponse
function
Xt = (x(l) (0)- Eje“"“ +2
a a

2) Thetimeresponse sequence of GM (1,1) gray dif-
ferentiad equation x® (k) + az® (k) =b is
b b
@ _ | v® —ak
XV (k+1)=| x7(0)—-— e +—
(k+D=|x0)- e 2.
k=1,2,"',n

3) Set x¥(0)=x"(1)then
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W (k+1)= [X(O) — E}e“"‘k +2

k = 12, <N
4) ReducingVdue

ROk +1)= ¥ (k+12) - W(Kk)

Description of the problem related to themodeling:
thedataof theoriginal sequence x (© doesnot haveto
be used for modeling completely, the different trade-
offsof theoriginal datacan get the different models,
namely aandp isdifferent.

When choosing the used datain the established
mathematica modd, wemust ensurethat the sequence
time produced by themodd buildingisequidistant with
continuity, and no breakpoint occurs. When generally
establishing the mathematical modd based onthedata
sequence, the dataused should be themost recent data,
and the dataneedsto be adjacent. When new dataare
generated, there are usually two methodsthat can be
used to ded with: thefirstisadding the new datato the
origina datasequence, and re-estimatethevalueof the
parameter; the second isto weed out themost old and
ancient set of datain theoriginal data, and add onthe
|atest obtained data sets, we must ensurethat datathe
elements number of theformed sequenceisequal to
that of theoriginal data, and then re-estimate the pa-
rameters.

Model test

Therest of model GM (L1) isdivided into three
areas. residual test; association degree test; posterior
error test.

Residual test
Theresidual error test refersto the checking and

validation ontheerrorsof thesmulated number gener-
ated by the established model and theactual valueone

by one.
The  absolute residual sequence
A® = {AO) ()i =1.2,---,n}, A% (1) = [x (i) - (i)
And the relative residual se-

©)(;
quenceg = {¢,,i =1,2,---,n} 4 B(O)Eiﬂ%

————, FyLL PAPER
And calculate the average relative residual

n

>4

i=1

¢ =

Sk

If o isknown, wheng < o andg, < o , themath-

ematica modd iscaledtheresidud qudified mathemati-
ca modd.
Two criteriaof themodd s’ residua test:

(1) When ¢ isknownand A -, meansthat theresdua
error of themathematica modd isqualified (Gen-

erd takes 0.01- 0.05)

(2) If thegenerated averagevaueby therelativeerror
of theestablished mathematical modd isintherange
of 1%, at thistimethelevel of the mathematical
mode isthefirstlevel. When the mean vaueof the
model’srelativeerror isgreater than 1% and less
than or equd to 5%, theaccuracy level of themodel
isthe second level. When themean value of rela-
tiveerror isgreater than 5% and lessthan or equal
to 10%, theaccuracy leve of themodd isthethird
level. When the mean value of relative error is
greater than 10% and less than or equal to 20%,
theaccuracy level of themodel isthefourth level.

Association degree test

Association degreetest generdly refersto: conduct
curvefitting on the datagenerated by modeling, then
conduct similarity comparison and testing with thefit-
ting curve of the data sequence generated by the origi-
nal model. In accordance with the mentioned correla-
tion calculation pattern, the correlation coefficient
of (i) and theoriginal datasequencex®)(i ) isob-
tained, then correlation degreeis cal cul ated according
tothecorrelation coefficient; itisgenerdly believed that,
if the correlation degree> 0.6, it is considered to be
satisfactory, otherwiseit isconsidered to be unsatisfac-
tory.

Association degree test means conducting test by
observingthesmilarity level of themode vauecurve
and the modeling sequence curve and cal culating the
resultsby the previoudy described correlation calcula
tion method.

Posterior error test
Posterior error test generally refersto test onthe

s LBioTechnology
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statistical propertiesof theresdua distribution.
(1) Cdculatetheaveragevdueof theorigind sequence:

<0 _ 15~ 0
X ngx (i)

(2) Célculatethemean squareerror of theoriginal se-
resy ©:

(3) Cdculatethemeanvaueof theresduds:
A=13A0()
niz
(4) Cdculatethemean squareerror of theresduds:

1/2

(5) CdculaethevarianceratioC:

c=2
S,
(6) Cdculatethesmdl residua probability:

P = p|A®(i)- A] < 0.67455,
Sets, = 067455, € =|A”(i)-4|, that is

P=ple <S)}

ForgivenC, > 0,whenC < C,,themodd iscdled
thequdified modd of mean squareerror rtio, asshown
inTABLE1. ForgivenP, > 0,whenP < P,,themodd
iscaledthequaified model of small residual probabil-

TABLE 1: Thereferencetableof posterior residual test

Model
P C P C

accuracy

Model

accuracy

>0.95 <0.35 excdlent >0.70 <0.65 Barely qudified

>0.65 disqualified

BioTechnology — o

>0.80 <05 qudified <0.70

ity.

If therdativeresduds, correlation degreeand pos-
terior test arewithinthe dlowablerange, it can bepre-
dicted by themodel built; otherwiseit should be cor-
rected with residuas.

THE GRAY GM (11) MODEL SOLUTION OF
PERFORMANCE PREDICTION PROBLEM

Takethe champion score of men’s100m sprintin
the 25th, 26th, 27th, 28th, 29" and 30th Summer Olym-
picsastheorigind datato establishthe GM (1, 1) pre-
dictionmodd.

The champion score of men’s100m sprintinthe
recent 6 Summer Olympic Gamesisshownin TABLE
2 below (the results take “s” as a unit to be easy to
caculate), establish thegray prediction modd.

TABLE 2: Thechampion performance statistical tablesof
men’s 100m sprint in therecent 6 summer olympic games

All previous

, , 26 27 28 29 30
sessions (session)
performance (s) 9.96 9.84 9.87 9.85 9.69 9.63

Themodd solutionisasfollows:

Suppose: X ©(k)=1{9.96,9.84,9.87,9.85,9.69,9.63}
Step 1 Construct the accumul ated generated se-
guence

X W(k)={9.96,19.8,29.67,39.52,49.21,58.84}
Step 2 Construct datamatrix g and datavectorY,,

@] 1
2p0@ee] 1| g
B= _,[Xu)(?,) +X<1>(4)] 1| |-2474 1
~3460 1
—1[x<1>(4)+ x0(5) 1|7|-4437 1)
i -5403 1
—E[X(l)(5)+ xVe)| 1
X9(2)] ros4
x7(3)| |o87
Y, =[x9(4)|=|9.85
x9(5)| |9.69
x9(6)| 963
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Step 3Calculate
a _
d{ }:(BTB)lBTYn
b
i ; + . _|0006117
= (B B) B'Y, & =|9.987170
Step 4 Obtain the predi ction model

dX(l)

—+ 0.006117x" =9.987170

KW (k +1) = —1622.73e°2%47 ¥ 1 1632.69

(x<°>(1) =996 g = 1632.69)

Step 5 Residual test

(1) According to the forecast formula, calcu-
late X @ (k). get:
X ® (k)= {9.9619.86,29.7,39.48,49.2,58.87,68.47|

,(k — 0,l,---,6)

(2) Regressive generated se-
quences X (k) k =0.1,---,6
X © (k)= 1{9.96,9.90,9.84,9.78,9.72,9.67,9.60}
Original sequence:

X ©(k)=19.96,9.84,9.87,9.85,9.69,9.63}
(3) Calculate absoluteresidual and relative residual

sequences

Absolute residual se-
quence: A = {0,0.06 0.03,0.07,0.02,0.02}
Relative residual sequence:

¢ = {0,0.60% 0.30% 0.71% 0.21% 0.21%}
Therdativeresdual islessthan 1%, and themode
accuracy ishigh.

(4) Cdculatethecorrdation coefficient

() = min{ A(K)} + Pmax{ A(K)}
A (k) + Pmax{A(k)}
Ge:

n(k) ={1,0.37,0.54 0.33 0.64,0.64}
(5) Cdculatethecorrelation degree:
Correlation degree:

(k=1....6,P=05)

1 6
==>"1,(k) = 0.60L
6ia

Whenr=0.601, it satisfiesthe p = 0.5test criterion r>
0.6.
Step 6: Posterior resdual test:
(1) Cdculae
= %[9.96+ 9.84+9.87+9.85+9.69+9.63]=9.81

(2) Cdculatethemean squareerror of sequencey(0) :

S =(

(3) Cdculatethemeanvaueof residuds:

(0)
21X n(k) X’ 2 —0.0474

A= %[A(k)] 003

(4) Cdculatethemean squareerror of residuals:

S, = (Z[AS(:A] )% = 0.122746

(5) CdculateC:

_ S, _ 00059
S, 054522

(6) Cdculatethesmdl residud probability:
S, =0.6745x0.0474 = 0.032

=0.3862

= ‘A(k) - A‘ ={0,0.03,0,0.04,0.01,0.01,}

Allg arelessthan S, the small residual prob-

ab i | ity Pg<Sf-83% ,
moreover C = 0.3862 < 0.5 thusthemodd isqudified.
Through expression

KW (k +1) = —1622.73e°%617k 1 1632.69, it can be

obtained that the score of men’s100m championinthe
thirty-first Olympicis9.59s, whichwill bresk the Olym-
pic record.

Thedevelopment trendsof the Olympic 100m sprint
inrecent yearsisshowninFigure 1 below.

It can beobtained from thefigurethat thechampion
achievement of the Olympic men’s100m sprint hassome
volaility, but thefluctuation bandisvery narrow; but the
champion performance of recent sessionsarerd atively
deble, therewill not bealot of deviation, the 100m sprint
of the 31 Olympic Gamesmay break record.
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Figurel: Theperformancetrendsof theOlympic 100m sprint
championinrecent years

CONCLUSIONS

Theadvantagesof gray GM (11) prediction model
areappliedto the complex study mechanism, morehi-
erarchic and Situation that isdifficult to establish accu-
rate model sfor quantitative measurement. Sincethe
mathematica methodsused inthetheoryisnon-statis-
tica method, when the system dataislessor the condi-
tion does not meet the statistical requirements, this
methodismorepractica, whichisinlinewiththechar-
acteristic of the performance prediction after the 30th
Olympic Games; and because there are many factors
affecting 100m sprint performance, study factorsare
more complex, it closer to the actual result by using
gray prediction, so using thegray syssemtheory to pre-
dict thescorejust can take advantage of the gray sys-
tem theory. Whether amodel was ableto predict de-
pends on whether it passesthetest, in this paper, the
gray modd passesthrough theresidud test, correaion

degree test and posterior error test, so the GM (11)
modd issuitablefor predicting the performance.
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