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ABSTRACT
This paper takes the Olympic men�s 100m sprint champion performance in

recent six sessions as the original data, and uses )1,1(GM prediction

model in gray system theory to predict men�s 100m sprint champion
performance in the 31st Olympic Games. The results can be obtained by
using MATLAB curve fitting

    69.163273.16221� 006117.01  kekx ; the predicted score is

9.59 seconds. The results show that: the score of men�s 100m sprint
champion in 31 Olympic will break the Olympic record. The findings have
some significance to explore the athletics development law of track and
field and to further promote the application of gray system theory in sports.
 2014 Trade Science Inc. - INDIA
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INTRODUCTION

Men�s 100m sprint is most intense in track and field
competition, also is the most exciting project. The
achievements of our athletes on this project have a big
gap with that of outstanding foreign players, especially
in the past two Olympic Games athlete Usain Bolt of
Jamaica continuously refreshed the Olympic record and
let the world remember his name.

Since developed sprint countries has greater ad-
vantage in terms of training concepts, training methods,
training means and sports technology, the world sprint
goes into a period of rapid development, mainly in: the
world record is broken again and again, the new record
cycle shortens, world sprint enters into a stage of rapid

development. How the competitive level of the 31th
Olympic Games men�s 100m project develop, whether
the record will be broken frequently in accordance with
the law of athletics development should be a matter of
concern for sprint. Therefore, it is necessary to predict
the champion score of the 31th Olympic men�s 100m
project and provide reference for China to grasp the
developmental level of the world men�s 100m athletic
ability.

After the screening of a six-dimensional priority

model )1,1(GM , the prediction accuracy of the six-di-

mensional model )1,1(GM  is higher, so it takes the
Olympic men�s 100m sprint champion performance in

recent six sessions as the data to establish the )1,1(GM
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prediction models of the 31th Olympic men�s 100m
sprint and predict, which has important practical sig-
nificance to grasp the development law of swimming
athletic ability and to further promote the application of

gray )1,1(GM  model in sports performance prediction.

ESTABLISHMENT AND TEST OF GRAY
MODEL FOR SPRINT PERFORMANCE

PREDICTION

Establishment of gray model )1,1(GM

Definition 1Suppose the sequence

              nxxxX 0000 2,1 ，

              nxxxX 1111 2,1 ，

              nzzzZ 1111 2,1 ，

Equation bkazkx  )()( )1()0(  is gray differential

equation, a is called the development gray number, and
b is the endogenous control gray number.
Wherein:

   ,0 kx  nk ,,2,1   is the original series

      nkixkx
k

i

,,2,1,
1

01




）（
  1X  is the 1-AGO

sequence of  0X

         15.05.0k 11)1(  kxkxz   1Z  is the near

raw sequence of  1X
The above differential equations satisfy the three

conditions of gray differential equations.
Definition 1 Suppose the se-

quence               nxxxX 0000 2,1 ，  and  0X  is

the sequence non-negative.
              nxxxX 1111 2,1 ，

              nzzzZ 1111 2,1 ，

Grey differential equation: bkazkx  )()( )1()0(

Where in    ,0 kx  nk ,,2,1  is the original series.

      nkixkx
k

i

,,2,1,
1

01




）（
  1X  is the 1-AGO

sequence of  0X

         15.05.0k 11)1(  kxkxz   1Z  is the near

raw sequence of  1X .

If  Tba,�   is the parameter column, order:
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The least-squares parameter estimation columns of

gray differential equations bkazkx  )()( )1()0(  sat-

isfy:   YBBB TT 1
�




Definition 2:               nxxxX 0000 2,1 ， Is

non-negative sequence,
             nxxxX 1111 2,1 ， is the 1-AGO se-

quence of  0X ,  1Z is the near raw sequence of  1X ,

  bax
dt

dx
 1

)1(

is the winterization equation of gray

differential equation       bkazkx  10 , which is also

called shadow equation.

Definition 3: The relational expression of aYB


,,

is   YBBB TT 1
�


 :

1) The solution of winterization equa-

tion   bax
dt

dx
 1

)1(

 is also called the time response

function
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2) The time response sequence of GM (1,1) gray dif-

ferential equation bkazkx  )()( )1()0(  is

       
a

b
e
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b
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3) Set       10 01 xx  then
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     

a

b
e
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b
xkx ak











01 1� ,

nk ,,2,1 

4) Reducing Value
  1� 0 kx   1� 1 kx   kx 1�

Description of the problem related to the modeling:
the data of the original sequence )0(X  does not have to
be used for modeling completely, the different trade-
offs of the original data can get the different models,
namely a andb  is different.

When choosing the used data in the established
mathematical model, we must ensure that the sequence
time produced by the model building is equidistant with
continuity, and no breakpoint occurs. When generally
establishing the mathematical model based on the data
sequence, the data used should be the most recent data,
and the data needs to be adjacent. When new data are
generated, there are usually two methods that can be
used to deal with: the first is adding the new data to the
original data sequence, and re-estimate the value of the
parameter; the second is to weed out the most old and
ancient set of data in the original data, and add on the
latest obtained data sets, we must ensure that data the
elements number of the formed sequence is equal to
that of the original data, and then re-estimate the pa-
rameters.

Model test

The rest of model )1,1(GM  is divided into three
areas: residual test; association degree test; posterior
error test.

Residual test

The residual error test refers to the checking and
validation on the errors of the simulated number gener-
ated by the established model and the actual value one
by one.

The absolute residual sequence

      nii ,,2,1,00
 ,            ixixi 000 



And the relative residual se-

quence  nii ,,2,1,  

   
   

%
0

0










ix

i
i

And calculate the average relative residual





n

i
in 1

1


If  is known, when    and  n , the math-

ematical model is called the residual qualified mathemati-
cal model.

Two criteria of the models� residual test:
(1) When  is known and  , means that the residual

error of the mathematical model is qualified (Gen-
eral takes 0.01 0.05  )

(2) If the generated average value by the relative error
of the established mathematical model is in the range
of 1%, at this time the level of the mathematical
model is the first level. When the mean value of the
model�s relative error is greater than 1% and less
than or equal to 5%, the accuracy level of the model
is the second level. When the mean value of rela-
tive error is greater than 5% and less than or equal
to 10%, the accuracy level of the model is the third
level. When the mean value of relative error is
greater than 10% and less than or equal to 20%,
the accuracy level of the model is the fourth level.

Association degree test

Association degree test generally refers to: conduct
curve fitting on the data generated by modeling, then
conduct similarity comparison and testing with the fit-
ting curve of the data sequence generated by the origi-
nal model. In accordance with the mentioned correla-
tion calculation pattern, the correlation coefficient

of    ix 0  and the original data sequence    ix 0  is ob-

tained, then correlation degree is calculated according
to the correlation coefficient; it is generally believed that,
if the correlation degree> 0.6, it is considered to be
satisfactory, otherwise it is considered to be unsatisfac-
tory.

Association degree test means conducting test by
observing the similarity level of the model value curve
and the modeling sequence curve and calculating the
results by the previously described correlation calcula-
tion method.

Posterior error test

Posterior error test generally refers to test on the
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statistical properties of the residual distribution.
(1) Calculate the average value of the original sequence:

     



n

i

ix
n

x
1

00 1

(2) Calculate the mean square error of the original se-
ries (0)X :

      
2/12
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1 1
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


n
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S
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i

(3) Calculate the mean value of the residuals:

   



n

i

i
n 1

01

(4) Calculate the mean square error of the residuals:

      
2/12
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2 1
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
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
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




n

i
S

n

i

(5) Calculate the variance ratioC :

2

1

S

S
C 

(6) Calculate the small residual probability:
    1
0 6745.0 SipP 

Set 10 6745.0 SS  ,      iei
0 , that is

 0SepP i 

For given 00 C , when 0CC  , the model is called

the qualified model of mean square error ratio, as shown

in TABLE 1. For given 00 P , when 0PP  , the model

is called the qualified model of small residual probabil-

ity.
If the relative residuals, correlation degree and pos-

terior test are within the allowable range, it can be pre-
dicted by the model built; otherwise it should be cor-
rected with residuals.

THE GRAY )1,1(GM  MODEL SOLUTION OF
PERFORMANCE PREDICTION PROBLEM

Take the champion score of men�s 100m sprint in
the 25th, 26th, 27th, 28th, 29th and 30th Summer Olym-
pics as the original data to establish the GM (1, 1) pre-
diction model.

The champion score of men�s 100m sprint in the
recent 6 Summer Olympic Games is shown in TABLE
2 below (the results take �s� as a unit to be easy to
calculate), establish the gray prediction model.

TABLE 1 : The reference table of posterior residual test

P  C  

Model 

accuracy 
P  C  

Model 

accuracy 

>0.95 <0.35 excellent >0.70 <0.65 Barely qualified 

>0.80 <0.5 qualified <0.70 >0.65 disqualified 

TABLE 2 : The champion performance statistical tables of
men�s 100m sprint in the recent 6 summer olympic games

All previous 

sessions (session) 
25 26 27 28 29 30 

performance (s) 9.96 9.84 9.87 9.85 9.69 9.63 

The model solution is as follows:

Suppose:  kX )0( = 9.69,9.639.87,9.85,9.96,9.84,

Step 1 Construct the accumulated generated se-
quence

    84.58,21.49,52.39,67.29,8.19,96.91 kX

Step 2 Construct data matrix B  and data vector nY

      

      

      

      

       



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


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
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

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












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



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
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
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Step 3 Calculate

  n
TT YBBB

b

a 1
�













  n
TT YBBB

1
�


 � = 









987170.9

006117.0

Step 4 Obtain the prediction model

  987170.9006117.0 1
)1(

 x
dt

dx

   69.163273.16221� 006117.01  kekx

   







 69.163296.910

a

b
x ；

Step 5 Residual test
(1) According to the forecast formula, calcu-

late  kX )1(� , get:

 kX )1(� = 47.68,87.58,2.49,48.39,7.29,86.1996.9 ，

 6,,1,0 k

(2) Regressive generated se-

quences  kX )0(� , 6,,1,0 k

 kX )0(� = 60.9,67.9,72.9,78.9,84.9,90.9,96.9

Original sequence:

 kX )0( = 9.69,9.639.87,9.85,9.96,9.84,

(3) Calculate absolute residual and relative residual
sequences
Absolute residual se-

quence:    02.0,02.0,07.0,03.006.0,00 ，

Relative residual sequence:

 %21.0%21.0%71.0%30.0%60.0,0 ，，，，

The relative residual is less than 1%, and the model
accuracy is high.

(4) Calculate the correlation coefficient

)5.0,6,....,1(
)}(max{)(

)}(max{)}(min{
)(

)0(





 Pk

kPk

kPk
k

Get:

}64.0,64.033.054.0,37.0,1{)( ，，k

(5) Calculate the correlation degree:
Correlation degree:

160.0)(
6

1 6

1




k

ii
kr 

When r = 0.601, it satisfies the p = 0.5test criterion r>
0.6.

Step 6: Posterior residual test:
(1) Calculate:

  81.99.639.699.859.879.849.96
6

1
0 x

(2) Calculate the mean square error of sequence )0(x :

0474.0)
1

])([
( 2

12
_

)0(

1 






n

kx
S x

(3) Calculate the mean value of residuals:

03.0)]([
6

1_

 k

(4) Calculate the mean square error of residuals:

122746.0)
1

])([
( 2

12
_

2 




 

n

k
S

(5) Calculate C:

3862.0
54522.0

0059.0

1

2 
S

S
C

(6) Calculate the small residual probability:

032.00474.06745.00 S

 ,01.0,01.0,04.0,0,03.0,0)(
_

 kek

Allei  are less than S 0 , the small residual prob-

a b i l i t y   %33.83
0
 Sei

P ,

moreover 5.03862.0 C thus the model is qualified.
Through expression

   69.163273.16221� 006117.01  kekx , it can be

obtained that the score of men�s 100m champion in the
thirty-first Olympic is 9.59s, which will break the Olym-
pic record.

The development trends of the Olympic 100m sprint
in recent years is shown in Figure 1 below.

It can be obtained from the figure that the champion
achievement of the Olympic men�s 100m sprint has some
volatility, but the fluctuation band is very narrow; but the
champion performance of recent sessions are relatively
stable, there will not be a lot of deviation, the 100m sprint
of the 31 Olympic Games may break record.
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CONCLUSIONS

The advantages of gray  11，GM  prediction model

are applied to the complex study mechanism, more hi-
erarchic and situation that is difficult to establish accu-
rate models for quantitative measurement. Since the
mathematical methods used in the theory is non-statis-
tical method, when the system data is less or the condi-
tion does not meet the statistical requirements, this
method is more practical, which is in line with the char-
acteristic of the performance prediction after the 30th
Olympic Games; and because there are many factors
affecting 100m sprint performance, study factors are
more complex, it closer to the actual result by using
gray prediction, so using the gray system theory to pre-
dict the score just can take advantage of the gray sys-
tem theory. Whether a model was able to predict de-
pends on whether it passes the test, in this paper, the
gray model passes through the residual test, correlation

degree test and posterior error test, so the  11，GM
model is suitable for predicting the performance.
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Figure 1 : The performance trends of the Olympic 100m sprint
champion in recent years


